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Anastasia Gioti,1,3,* Danai Theodosopoulou,2 Panos Bravakos,1 Antonios Magoulas,1 and Georgios Kotoulas1
SUMMARY

As a research infrastructure with a mission to provide services for bioinformatics, ELIXIR aims to identify
and inform its target audiences. Here, we present a survey on a community of researchers studying the
environmentwith omics approaches in Greece, one of the youngestmember countries of ELIXIR. Personal
interviews followed by quantitative and qualitative analysis were employed to document interactions and
practices of the community and to perform a gap analysis for the transition toward multiomics and sys-
tems biology. Environmental omics in Greece mostly concerns production of data, in large majority on mi-
crobes and non-model organisms. Our survey highlighted (1) the popularity and suitability of targeted
hands-on training events; (2) data quality andmanagement issues as important elements for the transition
to multiomics, and (3) lack of knowledge and misconceptions regarding interoperability, metadata stan-
dards, and pre-registration. The publicly available collected answers represent a valuable resource in
view of future strategic planning.

INTRODUCTION

The stage of maturity for exploiting the full potential of new technologies comes when knowledge reaches domain experts, creative minds,

and pertinent stakeholders at the same time. The Anthropocene crisis has emphasized the ethical and social requirement to systematically

study the environment through collaboration of distinct sciences and visions.1 To tackle the pressing issues of biodiversity loss, climate

change, and disease outbreaks, we now have the opportunity to use the wealth of omic data that is constantly produced. To this end, the

global employment, coordination, and training of communities to the analytical tools developed in the field of bioinformatics will be pivotal.

The so far, per-lab, ‘‘emergency’’ use of bioinformatics as a tool to meet the growing needs of big data production in biology has however

reached its limits as an approach. Issues such as duplication of efforts, comparability, reproducibility, and lack of capacity to exploit big data in

priority areas need to be urgently addressed. The European answer to the above challenges has been the establishment of collaboration

between distributed research infrastructures (RIs) involved in cross-continental initiatives such as the UN sustainability goals 2030. These net-

works of institutions and experts across member countries are organized as national nodes linked to a central hub, and at a higher level as

Consortia of the above (European Research Infrastructure Consortium - ERIC). Prominent examples are LifeWatch and EMBRC ERIC, focused

on biodiversity and ecosystem health, or the European Open Science Cloud (EOSC) consortium and ELIXIR EU, jointly working on data sus-

tainability aspects.2 ELIXIR EU is the oldest European RI focusing on bioinformatics2 and has been designed to contribute along the five pillars

(CDTTI): Compute resources, Data access, Training, development of Tools, and Interoperability.3 Initially targeting life scientists studying

health and disease, its scope has followed the shaping of new communities and actions driven by the environmental emergency to include

support for ecosystem health research.3 ELIXIR-Greece is one of its youngest nodes, operating as such since February 2019, and one that also

reflects the EU resolution to enhance investment in environmental-related research in the 2024–2028 programmatic period.4 The country has

been moving toward making biodiversity its flagship priority research area, with a recent effort to catalog existing capacities under the Mo-

lecular Biodiversity Greece Community5 mirroring European efforts.6

As most RIs built with a service provider attitude, ELIXIR EU and its nodes need to perform frequent mapping of the evolving needs of the

communities they aim to serve. This is mostly achieved through gap analysis,7 previously used to inform the strategic planning of ELIXIR-EU

training activities8,9 and to assist specific communities (e.g., marine metagenomics and human data) to implement data management plans

adapted to their projects.10 Gap analysis and similar avenues of communication with target communities further enable national ELIXIR nodes

to inform scientists on recent developments/requirements in bioinformatics, such as the need to render the produced data Findable, Acces-

sible, Interoperable and Reusable (FAIR). First expressed in 2016,11,12 FAIR still has a long way to go to reach all data-producing research

communities. By today, efforts for implementation of the concept have materialized as specific guidelines and methodology provided by

EOSC and other consortia,13–15 and as a European Commission requirement for open access publications in the Horizon2020 funding pro-

grams. The above are now starting to translate into changes in national research strategies for open science, as recently reported in Spain.16
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FAIR has gained additional value with the emergence of systems biology. A common route into this field, which proposes to study systems

(cells, communities, and environments) as an entity,17 is multiomics, i.e., the production of different layers of omic data. It is in this context that

interoperability, that is, the formatting of information in ways that allow aggregation in meaningful ways, becomes a methodological chal-

lenge to overcome. The same applies for metadata, descriptors of the produced datasets that need to be systematically recorded and

managed following universal vocabularies. Although the latter concept was first expressed in ecology,18 it is mostly clinical research that

drives progress in metadata standards nowadays. The situation is similar when it comes to pre-registration, the act of registering the research

(design, hypothesis) and analysis plan to a formal entity before the start of a study.19 Pre-registration emerged to prevent biases thatmay arise

from Hypothesizing After the Results are Known (HARKing) and selective reporting of results.20 It is a valuable tool to enhance the transpar-

ency, reproducibility, and credibility of research, while allowing for intellectual property protection and competition.21 A norm in clinical

research,22 it is only now starting to be claimed as necessary practice in the literature relevant to biodiversity and omics.23

Here, we present a national survey on the bioinformatics practices, views and needs of the Greek research community involved in environ-

mental omics. The survey had two primary goals: One was to map the specific gaps of the community in view of future ‘‘repair’’ actions from

involved entities (ELIXIR, universities, and societies) and as an implementation study of how current research in Greece evolves toward mul-

tiomics and systems biology. A second goal of the survey was to build awareness on the ELIXIR-provided resources and international bioin-

formatics practices, with a special focus on FAIR, open data, and pre-registration initiatives. Besides the ultimate adoption of good practices

in data management and production, the discussion on these subjects that the survey integrated would serve as a starting point for the

engagement of a wider community of researchers in the Greek node of ELIXIR. The period that the survey was conducted approximately co-

incides with the kick-start of the Greek node of ELIXIR (2019). Our study thus offers a unique view of an emergent community, whichmay serve

as the ‘‘time-point zero’’ for future monitoring studies.

RESULTS AND DISCUSSION

National ELIXIR survey overview

Striving to capture the full diversity of researchers working in the field of environmental omics, we combined purposive and snowballing sam-

pling24 and recorded reasons for non-participation/recruitment. From 144 researchers contacted throughout Greece, 103 were finally re-

cruited and completed the google form-based questionnaire (n = 101 from the public and n = 2 from the private sector), during physical

(n = 80) or online (n = 23) interviews. Non-participation was due mainly to no response to email invitations (41%), and to failure to show

up in the pre-arranged meetings (physical or online), including consecutive postponements of these (39%). A remaining 20% did not partic-

ipate because they considered they would be covered by the answers of their colleagues, who were interestingly in almost all cases junior

researchers (see also below on bioinformatic literacy). The 71% response rate in the present survey is satisfactory, compared to other studies

targeting specific communities working on the environment25 or studies adopting a single method to engage participants. For instance, an

ELIXIR survey on training needs that employed an automatic sent-out of a Google Form, recruited only 189 responses, although the survey

was pan-European and the form circulated across several mailing lists and networks within Life Sciences.8 Despite the difficulty in obtaining

high response rates, standards for response rates in published studies have increased up to 80% for certain journals, and thus, an increasing

amount of studies now employ mixed modes of recruitment to increase coverage.26

Among the 103 participants, replies fromone respondent were excluded from further analyses because theywere assessed as notmeeting

the recruitment criteria (explained in mail, to which they responded positively) after the interview was finalized. The final dataset thus

comprised 102 individual answers to closed-ended, either dichotomous or multiple-response, and open-ended (free-text) questions. Based

on self-evaluation of respondents, 30 participants have null or limited bioinformatic autonomy (in the question ‘‘How proficient are you in bio-

informatics?’’, they answered ‘‘limited knowledge’’ or ‘‘not at all’’) and completed a reduced version of the questionnaire (49/75 questions),

where technical questions were omitted. Participants who expressed concerns on the challenges of pre-registration (n = 55) were further

asked to specify these challenges in free-text answers. Note that a limited number of answers (n = 30) was gathered for this additional ques-

tion, which was spontaneously formulated in the context of discussions and, thus, not systematically asked. This is not uncommon in quali-

tative methodology, where researchers can go ‘‘off-script’’ to develop further understanding on the relevant theme discussed.27,28

Environmental omics: An emergent research community in Greece

The survey addressed scientists studying the marine environment or non-model organisms from other environments; it therefore concerned

all scientists studying the environment in a broad sense. In addition, only researchers employing/using omic approaches/data to any extent

were included, since these researchers are prone to have some familiarity with bioinformatics needs and practices, which were the subject of

the survey. Overall, the concerned community will be referred to as ‘‘environmental omic’’ researchers for simplicity herein. The majority of

respondents work in the public sector, with only 2 respondents from the private sector, one identifying as freelance post-doctoral researcher

and the second as chief executive officer (CEO, hereafter categorized in the Faculty/Researcher category). Most respondents work at Hera-

klion, Thessaloniki, and Athens (73%). Permanently employed staff (Faculty member or Researcher) represents 40% of the participants, while

themajority of the participants were non-permanent staff, postdoctoral researchers (34%), and PhD students along with technical staff (with or

without a master’s degree, 26%). This is a well-known practice in academia referred as ‘‘casualization’’ of the academic workforce, which in-

volves hiring faculty on a part-time or short term basis rather than offering permanent positions.29,30 Male participants were themajority (63%)

of respondents, andwere alsomore abundant (73%) in Faculty/Researcher positions as compared to female participants (27%). The difference

was statistically significant (c2
(4, N=102) = 43.65, p = 0.003), indicative of the glass ceiling effect, observed worldwide in different professional
2 iScience 27, 110062, June 21, 2024



Figure 1. Word cloud of the 102 participants’ research identity

The size of text reflects the frequency of a term in the codes identified from analysis of the multiple, free-text responses to the respective answers. (A) Area of

expertise, identified from 42 codes and (B) main research questions identified from 114 codes.
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groups. Under-representation of female academics in decision-making positions is a complex phenomenon, related to stereotype-based ex-

pectations about their leadership abilities.31 It is further perpetuated through a number of factors, including reduced COVID-19 pandemic

where virtual conferences changed the norm.32 Academia, including the marine sciences, is not the exception to the glass ceiling effect,33

nor is the Greek research and innovation sector, where the effect appears as persistent.34

The environmental omics community is largely inclusive of different specializations, spanning genomics, bioinformatics, evolutionary

biology, microbiology, molecular biology, genetics, and ecology (Figure 1A), disciplines they employ to answer research questions related

to the environment, biodiversity, microbial interactions, and genes (Figure 1B). The participants reported studying a multitude of organisms

each, with less than 20% working on a specific species or taxonomic group. Although the largest fraction of studied organisms concerned

mammals and fish, non-model groups such as marine invertebrates, prokaryotes, fungi, and eukaryotic microbes of yet unresolved or new

taxonomies such as SAR, were frequently reported (Figure S1). In agreement with the tendency for a single respondent to study several or-

ganisms and broad taxonomic groups of non-model organisms, a considerable fraction of these researchers (63%) works with communities

(i.e., assemblages of species). These communities are in majority microbial, in line with a preponderant fraction of researchers specializing in

microbiology and studying microbial interactions (Figure 1).

Environmental omic researchers in Greece form a community of mostly data producers: 91% of respondents are directly related to omic

data production, with 59% reporting to produce new datasets and 32% to use a mix of locally produced and public data to answer their

research questions (Figure S2). For 86% of the community, most or all these research questions are investigated with omic data, i.e., high-

throughput screening of biological entities. It is thus not surprising that among the different types of bioinformatics methodologies/

approaches, the most relevant to the community’s research are related to NGS (37%), followed by ontologies (16%), data management

(14%), Mass Spectrometry (12%), text mining (10%), software development (9%), and bioimaging/structural (2%). Given that the community

is moderately trained in these aspects (71% reportingmoderate-to-high autonomy in bioinformatics), we inquired on its activity in establishing

interdisciplinary collaborations with bioinformatics experts. Approximately half of the participants (54%) have active collaborations, both in-

ternal (within and outside of their home institutes), and external (abroad), while among the rest, 29% collaborate internally only and 13% exter-

nally only. We then analyzed the geographic distribution of collaborators named by participants (13% of participants with collaborators did

not wish to name them): Expert collaborators from abroad are distributed throughout Europe, with a high fraction affiliated with Swiss uni-

versities and institutes, followed by the UK and the US. (Figure 2A). Among Greek-affiliated collaborators, 26% comes from the pool of the

survey participants. Four cities act as bioinformatics hubs, attracting collaborators from the periphery (Figure 2B): Heraklion, Athens, Thessa-

loniki, and Larissa.

The collaboration network of environmental omics researchers is quite sparse, with only 36 individuals of the total 115 collaborators

mentioned by 2 participants or more. It is also based on local interactions: The two most connected researchers (both local) are linked

with 9 and 7 participants, respectively, all (or all but one) of which come from the same research institutes and universities they are affiliated

with, respectively. The above are indications of a scientific community that has not yet reached maturity. In addition, collaborations with ex-

perts in bioinformatics are not the exclusive nor the main strategy of the environmental omics community: Only 17% of the participants solely

depends on internal or external collaborators for the analysis of their data, while even among researchers with established collaborations, 59%

also report data analysis by themselves and 21% within their group by a PhD student, post-doc researcher or master’s student/technician. In

agreement with this general tendency for introversion, 70% of respondents consider communication to be poor-moderate within as well as

between different disciplines. Only 25% described this communication as good-very good (Don’t know/No answer: 5%). Poor communication

might reflect absence of communication, and this is supported not only by a 6% of participants who reported to not get information on bio-

informatics-related news in Greece, but also from the observation that participants that reported to get informed on bioinformatics,
iScience 27, 110062, June 21, 2024 3



Figure 2. The ‘‘bioinformatics collaboration network’’ of the Greek environmental omics community

A total of 116 unique collaborators were reported by the participants, based either abroad (n = 53) as depicted in the world map, or within the country (n = 63) as

shown in themap of Greece (inset). Collaborations are depicted as arrows between different cities; their thickness depends on the total number of collaborations.

For each location i.e., city, the total incoming and outgoing collaborations are represented as circles of varying sizes. A darker outline means that there are more

incoming collaborations, a lighter outline means that there are more outgoing collaborations.
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mentioned various sources of information, but not a specific, dedicated source. These sources include emails (31%), websites (27%), confer-

ences (19%), peers (8%), socialmedia such as YouTube, Twitter, Facebook (5%), and to a lesser extent scientific societies (4%) and participation

in committees (1%). Interestingly, for both answers on email- and society-based informing, no specific mailing list subscription or society

names were mentioned except for one of the two bioinformatics societies that are active in Greece mentioned by one participant. Overall,

dissemination of bioinformatics-related news by expert groups was perceived as limited and at the same time considered crucial, especially

when training is included. This is supported by the fact that a small, non-quantified fraction of respondents spontaneously prompted the inter-

viewer to create a relevant mailing list upon survey completion, or to directly inform them on bioinformatics training events and conferences.

Toward systems biology: Gap analysis

Although only 2 of the 102 respondents reported having expertise in systems biology and only one in multiomics when asked to freely define

their area of expertise, the community shows considerable interest in these areas. We thus enquired on the perceived needs for systems

biology research and its relation to multiomics. Combining different types of omic data in their research has been considered as an option

by 83% of respondents, while in their current practice, the majority already does so, with more than half (60%) reporting as relevant to their

research 2–3 omic approaches, plus 9% more than 4 distinct omic approaches at the same time. The genome of either single organisms or

communities was themost produced and analyzed level of biological information reportedby participants, followedby the transcription level,

the protein/metabolite level and last, the phenotype (Figure S2). The different reported challenges associated with multiomics data analysis

largely overlap with the elements identified by these researchers as needed for answering their general research questions from a systems

perspective (Figure 3). This overlap indicates that multiomics is viewed by the community as an important component of systems biology.

The finding is interesting given that systems biology bears different definitions,35,36 and merits consideration for the academic teaching of

the discipline.

As expected for a community of mostly data producers, the majority of answers on both the biggest difficulty faced in omic data combi-

nation and the biggest gap for the transition to systems biology concerned the data themselves (44.9% and 35.7%, respectively): Starting from

the need/lack of appropriate types of data and the access to these, challenges extended to production of data with appropriate samples, and

were often related to high accuracy and quality, the latter also mentioned in relation to metadata. Challenges with data management/inte-

gration or related to the inherent differences in dynamics of multiomics data were frequently reported. Data management, which includes

data integration and reuse, is a key process for knowledge discovery.12 It represents, however, an ongoing challenge for modern biology,

due to the accumulation of large amounts of information in disparate repositories and the presence of numerous data formats and tools.

This high variability, frequently mentioned by participants of the present survey, has been identified as an important challenge early on in

the genomic era.37 Paradoxically, even thoughmany of the above difficulties are linked to interoperability aspects, interoperability as a theme

ranked the lowest in the elements needed for systems biology by the participants (4%). To some extent, this pattern reflects the lack of formal
4 iScience 27, 110062, June 21, 2024



Figure 3. Gaps and problems reported by participants related to the transition toward multiomics and systems biology

Answers to the questions: (A) ‘‘What would you need to answer your general research questions from a systems perspective?’’ (left panel) and (B) ‘‘What is the

biggest difficulty you faced when combining your datasets with those coming from other types of experiments?’’ (right panel). The answers to both questions are

presented organized in themes and overarching themes, and mirrored to each other to reflect commonalities. Bar plots reflect the relative occurrence of each

theme, and the percentages correspond to their sum for each overarching theme (the sum of percentages being equal to 100 for each question, A or B). Themes

were identified from content analysis of 252 and 126 codes (excluding ‘‘not applicable’’) extracted from answers to questions A and B, respectively.

ll
OPEN ACCESS

iScience
Article
training on FAIR principles, and how these can be applied in systems biology andmultiomics. Both disciplines were relatively new in the coun-

try at the time of the survey, bioinformatics itself marginally exceeding 20 years of research in the country.38 Besides, even within the inter-

nationally more mature community of bioinformatics, FAIRness in tools/software is still not equivocally defined.39

Training was identified as the second most important need for systems biology by the participants. Training was mostly described as an

approach to compensate for the lack of expertise. Areas of missing expertise according to the participants concerned specific types of data

(NGS, metagenomic, metabolomic) and analyses (differential gene expression, network). In addition, the community appears to have a good

understanding of the breadth of different sciences involved in systems biology, and of the importance of fields other than their own, such as

statistics, modeling, and computer science. Related to multidisciplinary training and interoperability were some of the Participants’ answers

on infrastructures. Here, compute power, data storage, and high performance computing (HPC) and servers, ideally in-house, were identified

as themost needed elements for systems biology, while sequencing and HR-LC-MS/MS instruments were alsomentioned as ideally ‘‘running

with standardized procedures and protocols’’. The statement reveals that the community, owing to its expertise in experimental sciences, has

a sense of interoperability regarding equipment. Acquiring a sense of interoperability in computational aspects is thus expected to come

from increased contact with relevant technologies, in the same way that it has been acquired with omic data production, an activity that is

relatively new for most groups. Regarding tools, both software and methods (ideally open-source and user-friendly) are reported as needed

for systems biology, but do not rank among the top challenges. This is in line with most participants (63%) reporting no issues in finding
iScience 27, 110062, June 21, 2024 5



Figure 4. Awareness and practice of FAIR principles

(A) Percentages of researchers who knew the FAIR principles and who claim applying them following a brief explanation by the interviewer.

(B) Data access ranges (in percentages) based on participants’ opinions (‘‘Do you think data should be open? Which level of data should be publicly available?’’:

arrow heads) and reported practice (‘‘How much of your produced and analyzed data is public?’’: arrow tails). ‘‘Most’’ data refers to the following combinations

presented in decreasing order of popularity: raw and intermediate data (e.g., assembly), raw and final data, raw data and code to produce final data. ‘‘Some’’ data

refers to the following combinations presented in decreasing order of popularity: raw data, final data.
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already-implemented tools and reference data (genomes, databases) for their research, despite a considerable fraction working on non-

model organisms. One type of difficulty mentioned concerned variability of tools, which can render the choice among different pipelines

hard for non-experienced users. Finally, besides answers on the ELIXIR pillars CDTTI, it is notable that a theme that emerged from content

analysis of free-text answers on both difficulties and challenges for the future was the lack of funding (see also ‘The future as seen by the envi-

ronmental omics community’).

FAIR: Quite not there

The highest number of difficulties encounteredwhile combiningmultiomics data concerns datamanagement aspects, which directly relate to

FAIR principles. The environmental omics community is in majority not aware or not sure of these principles (Figure 4A). Following a brief

explanation of each principle provided by the interviewer based on the FORCE11 community guidelines (https://force11.org/info/the-fair-

data-principles/), we asked the participants whether they apply them in their current research. Accessibility is the aspect that the community

is both well informed on, and inmajority practicing: A total 74%of participants reported applying it, while in a separate question on open data

(‘‘Do you think data should be open?’’), only two participants were against this practice. Among participants in favor of open data, a limited

fraction (14%) thinks that some data only should be public (raw or final data), and the majority (57%) thinks that all levels of data should be

open, while 27% believes that most levels should be rendered public; these levels include different combinations of raw data (with interme-

diate data such as assemblies, or with code that allowed obtaining final data, or with final data). We observed a concordance between re-

searchers’ opinions on open data (‘‘Do you think data should be open?’’) and practice, the latter assessed by answers on levels of data

that they release ("How much of your produced and analyzed data is public?’’), and on applying the accessibility principle in their research.

The tendency was for more researchers to release data than those being in favor of the practice (Figure 4B), with the only exception observed

when all levels of data were discussed: In this case, significantly less participants reported releasing all data as open or applying the acces-

sibility principle than those being in favor of the idea (c2
(1, N=82) = 12,48, p = 0.001 and c2

(1, N=85) = 9.89 p = 0.002, correspondingly).

Regarding the principle of data reusability, 59% claimed to apply it in their research, in agreement with the fact that one-third of the par-

ticipants reported using public data either solely or in a comparative context alongwith their own data (Figure S2). This practice is however not

systematic, with a significantly lower percent (6%) reporting ‘‘always’’ re-using their data compared to the categories ‘‘often, sometimes,

almost never, not applicable’’ (c2
(3, N=102) = 20.43,p= 0.001).With regards to findability, the principle was reported as applied in daily research

by 77% of participants. However, 83% did not know Bioschemas, an ELIXIR tool developed explicitly for its implementation. Bioschemas refer

to the use of Schema.orgmarkup in websites so that research and personnel is indexable (findable) by search engines and other services. We

thus conclude that the tool may have not been widely advertised/explained in the Greek community, where even researchers who know it do

not apply it (13 out of 17). Among participants who reported not knowing the tool, 74% had answered positive in the question ‘‘Do you apply

findability in your research?’’. This can be partly explained by the fact that Bioschemas do not represent the single means of applying

findability, metadata representing its most known aspect. Indeed, 81% of participants considered metadata (defined by the interviewer in

a separate question) of high importance for the research output.

The findability definition refers to rich metadata descriptions and links to primary data, and here the awareness of environmental

omics researchers is expected to be high, since 76% reported using metadata to interpret their primary data. Among participants, 85–86%
6 iScience 27, 110062, June 21, 2024
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‘‘always – often’’ describe the primary data withmetadata in the context of analysis of their omic projects and in the context of data submission

as part of the publication process, correspondingly. Additional good practices with metadata such as the use of universal controlled vocab-

ularies are described as interoperability requirements. This was the FAIR principle reported as practiced by the smallest percentage of re-

searchers, and which gathered a considerable fraction of researchers who were not sure if they apply it among all principles (Figure 4A).

Even considering researchers who identified themselves as fairly or highly proficient in bioinformatics, a surprisingly high fraction of 42%

was not aware of any standards for metadata description. These standards are a practical means to apply universal vocabularies for metadata

description,but the community appears confusedor lacking specific knowledge,whichmight lead toa stricter self-evaluationof applying inter-

operability. Similar obstacleswere reportedby distinct research communities abroad, for instance the neuroscience community in Germany.40

Themultitudeofmetadata standards namedby participants who reportedbeing aware of specific international standards (Figure S3) revealed

an additional element of confusion,which is the rich landscapeofmetadata annotation standards; this has been spotted as an informatics chal-

lenge by several RIs.6,41,42 Standards mentioned by participants were the ones developed by either the Genomic Standards Consortium or

international biodiversity networks, in line with the community’s research subject: MIMARKS (17%) and Biodiversity Information Standards

(12%) were the most popular, followed by the minimal standards for sequence submission MixS (8%) and GBIF (7%).

Pre-registration is one more concept related to FAIR that does not appear to be under the community’s radar: Only 15% of environmental

omics Greek researchers had heard of initiatives such as the Pre-registration Challenge, the Registered Reports publishingmodel, the AsPre-

dicted pre-registration website, or the Open Science Framework (OSF) network. Following explanations provided by the interviewer, yet

another 9% does not think that such initiatives are relevant to their research. Probably owing to this pronounced lack of awareness, few

researchers expressed absolute positive or absolute negative views on their adoption by the community, and these opinions were shared

(19% fully positive and 19% fully negative). The remaining respondents were somewhat hesitant with 54% considering pre-registration

good but challenging. Challenges brought up by researchers (n = 31) reflected a lack of knowledge on pre-registration procedures and ben-

efits, alongwith a fewmisconceptions as revealed arguments for ‘‘a loss of advantage in the between-lab competition’’ and ‘‘loss of intellectual

property rights’’. These are expected for a practice still at its infancy.43 An additional argument against pre-registration was that ideas might

not be feasible, or experimentsmight fail. This opinion highlights the lack of a commonplace framework for publication of negative/null results

in the current ‘‘publish or perish’’ research work culture. Lack of time and the perception that negative results may not be as highly cited have

indeed been postulated as the main reasons behind reluctance to publish negative results in life sciences.44 Researchers also mentioned the

predicted increase in bureaucratic load as another challenge of pre-registration, similarly to their colleagues in the field of psychology.45 Time

appears to represent a consistently degraded resource in the Greek environmental omics community, considering that it was also mentioned

as a difficulty for multiomics (Figure 3). The current research framework in Greece and other European countries is indeed increasingly time-

consumingwith respect to procedural work.46 There were also a few answers postulating scientific arguments against pre-registration, such as

‘‘we canmake conclusions on data without a priori knowledge’’ or ‘‘ideas are to some extent shaped by data’’. Such answers reflect the growth

of data-driven (in contrast to hypothesis-driven) research, and the perception that pre-registration might be incompatible with this trend.47
Bioinformatic literacy and training

Training in bioinformatics being identified as amajor need of the community, we inquired on bioinformatic literacy of participants in the broad

sense. From answers on the question of autonomy in performing bioinformatic analyses, a dichotomy between faculty/researchers and non-

permanent researchers at earlier stages of their career was observed:WhileMaster students and technical staff appeared highly autonomous,

with none from this category reporting not being proficient or having limited knowledge in bioinformatics, the latter two categories (pointing

to reduced literacy) were reported at increasing frequency by PhD students, postdocs and permanent staff. In fact, the highest percentage of

participants claiming limited knowledgewas observed among faculty/researchers, whowere alsomore numerous compared to the remaining

professional categories (MSc., PhD, etc.) in reporting ‘‘Limited Knowledge’’ (Figure 5).

This pattern of down-to-top infiltration of bioinformatics knowledge reflects the dynamic nature of interdisciplinary fields such as environ-

mental omics, who have yet to integrate highly trained personnel in top hierarchy positions. It also reflects the evolution of the discipline in

Greece, where formal training in the form of specialized Master’s courses has exploded in the last 5 years, and thus concerns earlier career-

stage researchers. There are currently 10 MSc. programs in bioinformatics in the country (Table 1), where a mixture of computational and

biology courses are offered by, and to, computer scientists, engineers, biologists and statisticians. The distribution of postgraduate bioinfor-

matics educational programs follows the distribution of collaboration hubs as reported by the participants (Figure 2), and only the region of

Crete appears to defy the geographical concordance: The area of Heraklion offers only 1 out of the 10MSc. programs available but represents

one of the strongest collaboration hubs in bioinformatics. TheMSc. is however one of the rare tuition-fee 2-year programs (Table 1) and takes

place in a city with a rich research ecosystem, with several universities and research Institutes focusing on the environment.

BesidesMaster’s, courses highly relevant to bioinformatic autonomy i.e., those dealing with computational andmathematical aspects, are

taught in Computer science and engineering undergraduate programs, which are offered throughout the country. We asked the participants

to specify titles of their diplomas or the most important training courses in bioinformatics that they have attended, providing them the option

of multiple answers. Excluding a 26% that reported having had no training in bioinformatics at all, the highest fraction of participants, up to

41%, had attended formal training (mostly received at the BSc. and MSc. level, with combinations of levels up to PhD also reported,

Figure S4A). This fraction of participants reported high bioinformatic literacy (92% ‘‘autonomous’’ or ‘‘able to perform some analysis’’),

with only 7% reporting limited knowledge. A considerable fraction of participants, 33%, reported having received informal training in bioin-

formatics through short, hands-on workshops,mostly in data analysis. Theseworkshops are offered at all career levels and, besides ELIXIR, are
iScience 27, 110062, June 21, 2024 7



Figure 5. Perceived bioinformatic literacy of participants in relation to career stage and received training

The perceived bioinformatic literacy across different professional categories (x axis) is reflected by answers of participants (y axis, number) to the question ‘‘How

proficient are you in bioinformatics’’. This proficiency is depicted in a 3-class gradient from dark to light (‘‘Autonomous"; ‘‘I can perform some analyses only’’ or

‘‘Limited knowledge’’; ‘‘Not at all’’). The blue gradient covers participants who have received training in bioinformatics (formal and/or informal), while the red

gradient covers participants who have not received any kind of training in bioinformatics. Note that we included in the category ‘‘Faculty/Researcher’’ one

respondent from the private sector who reported being a CEO. The second private-sector respondent was self-categorized as a postdoctoral researcher.
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mainly run by 3 scientific societies in Greece, two computational (HSCCB and Hbio) and one focused onMicrobiology (MIKROBIOKOSMOS).

The literacy level of participants reporting this type of training was decreased but still high (68% ‘‘autonomous’’ or ‘‘able to perform some

analysis’’). Because bioinformatics needs and methods are constantly evolving, the community searches to gain additional expertise in

training courses, webinars and personal practice (Figure S4B), in line with a global tendency for adopting online education in the field.48

Bioinformatic literacy is also reflected in integration of the discipline in daily research, often well ahead the project itself, with involvement

of experts in the experimental design or the inclusion of bioinformatics-related expenses in grant proposal budgets. Funding priorities of the

community were assessed with questions on bioinformatics training for participants and their team members, and on grant applications that

allow hiring expert personnel and purchasing computing equipment. Among participants who receive some sort of training in bioinformatics,

43% ensure this through research funds (17% by own means and 22% by combining own with research funds). By contrast, the highest

percentage of participants who apply for funding (43%) claimed dedicating only 0–30% of the applied-for funding to bioinformatics-related

expenses, and 5% does not dedicate any amount of their budget to bioinformatics at all. Higher fractions of the budget were reported as

dedicated to bioinformatics by increasingly lower percentages of participants (31% dedicate the 30–50% of their budget, 21% dedicate

50–100% of their budget). Because the highest fraction of the budget is related to personnel salaries, we conclude that funding for bioinfor-

matics personnel is yet to become a priority for the community. Regarding bioinformaticians’/statisticians’ involvement in the experimental

design process of participants’ omic projects, answers were shared between the following options: ‘‘Almost Never’’ (20%),‘‘Sometimes’’(20%),

‘‘Often’’ (33%) and ‘‘Always’’ (28%).

In conclusion, Greek environmental omics researchers have medium bioinformatic literacy, a situation expected to improve in the up-

coming years with the graduation of new generations of trained bioinformaticians. Our survey has provided a wealth of data on literacy levels,

gaps and (mis)conceptions that personnel involved in structuring the educational content of bioinformatics courses may exploit. Integrating

bioinformatics early in the educational paths of students has been suggested by both a global literature survey and a targeted national gap

analysis in Italy.48,49

ELIXIR awareness

One of themain goals of this study was the dissemination of ELIXIR-provided resources to research communities moving toward bioinformat-

ics. While a very high percentage of the respondents (86%) have heard of ELIXIR, the CDTTI resources provided through the Greek or Euro-

pean nodes of ELIXIR have not been used by approximately half of the respondents (49–58% depending on the resource). The highest levels

of usage of CDDTI resources concerned training and tools, but even when summing up positive answers to the ‘‘I am not sure’’ ones, this

usage rarely exceeded 30% (Figure 6). The aggregation of these two types of answers was based on the lack of awareness on the provenance

of the resources they use, as discussedwith the respondents. This is especially true for tools, wheremany popular software has becomepart of

the ELIXIR Bio.tools repository years after their first release and adoption by the community.

In agreement with the idea that lack of awareness is the major driving force behind the observed limited use of resources, the intention of

future use of ELIXIR resources was high within the community. We explored this intention by asking about respondents’ actual and potential
8 iScience 27, 110062, June 21, 2024



Table 1. Postgraduate programs in Bioinformatics or Systems Biology in Greece

Title of MSc. University Operating sinceb Nb. trimesters Cost (Euro) Language Mode

Systems Biology AUA 2015 2 + 3 months 1500 Greek Physical

Applied Bioinformatics AUTH 2022 3 3000 English Remote

Medical Informatics AUTH 1998 4 0 Greek, English Physical

Applied Bioinformatics & Data Analysis DUTH 2021 2 2500 Greek Physical

Bioinformatics and Neuroinformatics HOU 2018 3 3900 Greek Remote

Bioinformatics - Computational Biology NKUA 2003 4 3000 Greek Physical

Information Technologies in

Medicine and Biologya
NKUA 2015 4 2400 Greek Physical

Bioinformatics UoC 2018 4 0 English Physical

Informatics for the Life Sciencesa UPatras 2018 3 0 Greek Physical

Methodology for Biomedical Research,

Biostatistics and Bioinformatics

UTH 2014 2 3000 Greek Physical

AUA, Agricultural University of Athens; AUTH, Aristotle University of Thessaloniki; DUTH, Democritus University of Thrace; HOU, Hellenic OPen University; NKUA,

National and Kapodistrian University of Athens; UoC, University of Crete; UPatras, University of Patras, UTH, University of Thessaly.
aBoth Master’s programs offer two specializations: a) Bioinformatics and b) Medical Informatics.
bYear of operation data were gathered from respective web pages, but since the legal status of some programs has changed over the years, these numbers may

not be directly comparable.
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future roles in ELIXIR (user, producer, provider of know-how, strategic). Respondents view themselves as users of ELIXIR’s provided compute,

tools, and interoperability services. Of note however, interoperability is the ELIXIR pillar with the highest fraction of respondents stating that

they do not think they can contribute. This is probably due to the general confusion around the term, and the gap between perception of

knowledge and actual expertise in the matter that we observed in several principles related to FAIR. Increased communication may be

the route toward clarifying concepts and amending misconceptions around these. Regarding data, in production of which the community

is very active, 60% is further willing to offer them as a resource for research or for the training of tools, in line with dominant views on data

accessibility discussed in the context of FAIRness (Figure 4). Finally, training services are both on demand but also offered by the Greek com-

munity of environmental omics. The present survey has indeed contributed in identifying potentially new trainers in bioinformatics through

questions on participants’ background (bioinformatic literacy). Through their answers, a fraction of participants of approximately 20% was

revealed to not be involved in training, despite having received formal training in bioinformatics themselves.

The future as seen by the environmental omics community

The present survey, part of a funding scheme that ended in 2021, successfully disseminated ELIXIR-GR and ELIXIR-EU in the emergent commu-

nity of environmental omics, identified for the first time here, and fully covered in terms of inclusivity owing to our extensive sampling. It is an

emergent community because the number of researchers studying the environment with omic approaches is expected to increase in the

next few years in Greece. So, how does the community see its future in this context? When asked about national strategic plans to enhance

omic environmental research, participants highlighted several aspects. Elements mentioned as very limited or missing were connectivity and

training inbioinformatics,mostly formal throughuniversity studies.Proposals for improvementmainly concernedprocedures,whichparticipants

feel that need tobe renderedmore inclusive andflexible, aswell as transparency in awide rangeof areas, fromhardwareandsoftware to funding

procedures and the allocation of research positions. The most frequently mentioned and more widely covered theme was funding, which can

cover gaps in research, bioinformatic personnel, computing infrastructures (the access to which was reported as limited), and training. Funding

was proposed to become central and stable, and specifically target environmental research through thematic calls/pilot actions.

A fraction of participants called for acknowledgment of the environmental omics community as a self-standing one, similarly to concerns

expressed by similar communities in terms of novelty and recognition, such as the biocurators community.50 This proposal, along with the

suggestion for increasing initiatives of ‘‘mapping people, expertise, practices and needs as in the present survey’’, clearly reflect the perceived

importance of environmental omics as a national priority to be strengthened. Acknowledgment of the environmental omics research theme as

a funding priority has indeed increased national capacity in other countries51 and has contributed in the current shift of ELIXIR-EU toward the

environment. In addition, strong national communities, as the bioinformatics one in the Netherlands, have proven to constitute stability fac-

tors in times of funding challenges.9

Strategic recommendations

Applying multiomics approaches in environmental science research bears enormous potential to the understanding and identification of so-

lutions for issues that human activity has been causing to the planet. Multiomics, as a first step to systems biology, represents a young but

established research theme in Europe and worldwide. Greek environmental omic researchers at all stages of their career are keen to be

part of the transition to systems biology, and the present survey identified several directions to allow this. One is training through frequent
iScience 27, 110062, June 21, 2024 9



Figure 6. Percentages of current use of (upper panel) and planned contributions in (lower panel) ELIXIR resources

Current use was calculated over the total 72 participants who reported medium to good autonomy in bioinformatics (i.e., excluding those with null or limited).

Percentages in the lower panel are calculated over all 102 participants who answered the question ‘‘Please choose your main potential/actual roles in each of

ELIXIR’s 5 main components’’.
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and targeted hands-on workshops, which was found to be a popular and suitable means of gaining expertise at any stage of one’s career.

Among subjects that the community needs to enhance its theoretical and practical knowledge are data quality, data management, and

FAIR. Broad communication of these concepts is the first step toward alleviating a number of misconceptions, especially regarding interop-

erability, metadata standards, or pre-registration (for instance, by informing on the benefits of pre-registration). Further adoption of FAIR prac-

tices relies, however, on additional measures, such as the reduction of bureaucratic load so as to increase flexibility of the community to new

scientific directions and the provision of incentives for the publication of negative results. A second direction toward evolution of the commu-

nity concerns people: Strategic planning is needed to strengthen integration of bioinformatically literate young researchers to laboratories

studying the environment. Infiltration of traditional fields with bioinformatics can boost their potential in innovation and is dynamically

happening through formal education. Going one step further, coordination among researchers who share similar questions and approaches

is vital, as expressed by participants themselves. ELIXIR-GR appears as the natural hub to organize such networking, which forms the basis of

the dynamic building of ELIXIR focus and community working groups throughout Europe. Considering the limited ELIXIR awareness observed

in this survey, we recommend that ELIXIR and similar R.I.s increase their efforts into reaching out to all levels of their target communities.
Limitations of the study

Limitations of the present study are mostly related to the employed methodology. Live interviews may have influenced participants’ answers

compared to the same procedure conducted online, while in collective interviews (conducted a few times) participants may have been influ-

enced in their answers by peers. In part because the present study focused and highlighted a local community at its first steps, perspectives

outside of ELIXIR were not presented or mentioned to the participants. However, there exist international initiatives by numerous commu-

nities continuously striving to fill in many of the gaps highlighted in this study, as for instance the DataCite Metadata Schema followed by

OSF in alignmentwith recommendations of theNational Science and TechnologyCouncil and theNational Institutes of Health. Finally, a large

body of collected information (mostly on computing and tools) has not been analyzed in the present study. We believe that these publicly

available data represent a valuable resource. ELIXIR and other organizations can exploit it in view of preparing implementation studies

and tracking the evolution of bioinformatics principles and communities.
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Lead contact

Further information and requests for data relevant to the present study should be directed to and will be fulfilled by the lead contact, Anas-

tasia Gioti (natassagioti@googlemail.com).

Materials availability

This study did not generate new unique reagents.

Data and code availability

All data, i.e. the google form used during interviews along with participants’ answers (raw data) and analyzed data for three questions with

free-text answers, are available at the Open Science Framework: https://osf.io/stm3x/, following ethical considerations for anonymity (see

method details). In addition, we have deposited the same data in Mendeley (Mendeley Data, V2: https://doi.org/10.17632/n45s2tbjfn.2).

This paper does not report original code. Any additional information required to reanalyze the data reported in this paper is available

from the lead contact upon request.

METHOD DETAILS

Survey recruitment method

Participants of the study were identified using a combination of purposive criterion and snowballing sampling.24 They were invited to partic-

ipate in the survey by individual or group emails and rarely over telephone contact. The interviewer waited approximately one week before

sending reminder invitation emails, restricted to three if no response was obtained. In brief, criteria for selection were a) conducting research

broadly related to the environment (excluding the food sector); b) having hands-on experience on analysis or design of omics data/experi-

ments; c) working (at least in part) with non-model species and d) being familiar with bioinformatics at a practical level. Regarding the first

criterion, the study initially aimed at researchers working in the field of marine sciences, but preliminary results showed that this community

is small and exhibits strong overlaps and common ground with the community of researchers who study non-model organisms from other

environments (Figure S5). Therefore, the survey was extended to researchers studying the environment in a broad sense. A small fraction

of respondents was retrieved from host institution websites based on their described areas of research, or from the documentation of two

national flagship projects related to environmental omics (‘‘Olive roads’’, ‘‘Graperoutes’’). Snowballing sampling came from peer recommen-

dations either before or during conducting the survey. In the latter case, respondents spontaneously referred to colleagues who might be

interested in the survey or named them as collaborators with bioinformatics expertise in the relevant question of the survey. An initial
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pool of 177 potential respondents was identified by the abovemethods and was subjected to a second-stage manual cross-checking of pub-

lication records and contributions within. This, along with direct communication with potential participants, when deemed necessary, were

performed to ensure that targeted individuals fulfill the 4 criteria listed above. This process excluded 33 researchers; these were in majority

identified through snowballing sampling but did not fulfill the criterion of environmental research. Notably, 3 individuals were characterized as

relevant to the survey by their colleagues, but wewere unable to find any contact information for themeither through their colleagues or via an

institutional page/other means.

Data collection through interviews

The survey was conducted through completion of a questionnaire; the latter was developed based on discussions with marine scientists

involved in data FAIRIfication projects, and environmental omics pan-European initiatives. The questions of the survey covered all five

ELIXIR pillars, i.e. Compute, Data, Tools, Training, Interoperability. There were additional questions covering governance issues and system-

atic reporting of the respondents’ scientific background and research. The national survey was conducted in the timeline of approximately a

year, due to covid-19 restrictions (between the 23rd of August 2019 and the 22nd of June 2020). Specifically, the questionnairewas structured as

a google form, the link towhichwas sharedwith the respondents. The formwas then completed in the presence of the interviewer bymeans of

a guided discussion during a personal interview,52 which took place either online due to travel restrictions, or physically. One question of the

survey was not present in the google form and was manually recorded by the interviewer in the context of discussing pre-registration. This

question was addressed to respondents who answered in the question Nb. 30 for pre-registration ‘‘Is good but presents challenges to be

addressed‘‘, ‘‘Can you name some of these challenges?’’. Since the recording was not systematic, fewer (n=31) answers were obtained for

this question. In addition, since there was no explicit question regarding the participants’ gender, this information was extracted by the inter-

viewer after the survey during data analysis, an was based on the respondents’ names. The interviews were held mostly one-to-one, but in

cases where the interviewer traveled to conduct them (Larissa, Thessaloniki, Athens) as well as for some discussions at Heraklion, these

were held in extended team groups of maximum 4 people; no additional recording of these discussions was performed. Participants had

the opportunity to further edit the google form online after initial completion. All responses to the survey (n=102, raw data) were collected

at the end of the survey period and are publicly available, along with a copy of the questionnaire (Open Science Framework: https://osf.io/

stm3x/).

Ethical considerations

To ensure transparency in our communication with potential respondents, we included all the details relating to the purpose and context of

the study (ELIXIR-GRMarine Use Case: https://www.elixir-greece.org/node/177), the target group, and information on the interview duration.

This information was provided in the google form initial page sent to the participants. The form also contained a GDPR statement and a con-

sent form, where participants were informed about the process of data collection and data use and storage. Due to the survey methodology

(live personal interviews inmajority), the researcher conducting the survey was often (but not systematically) visually exposed to a limited set of

sensitive personal information (office space, gestures, reactions etc.); this information was not part of the reporting set and was not used as

metadata. In addition, no recording of the discussions/interviewswas performed. Data analysis was performedby the interviewer and an addi-

tional researcher on anonymized names and affiliations of all respondents and their reported collaborators. The full set of raw data was kept

encrypted in the interviewer’s personal laptop and was not shared with other researchers at any stage of the analysis. Since the targeted com-

munity is small and shows limited mobility within the country, we considered that participants may be identified by the combination of infor-

mation on geographic location, job title, expertise and research interests. Therefore, to further protect their anonymity, we present the an-

swers for questions 4 (strongest area of expertise) and 5 (main research questions) as a separate, randomized dataset (Open Science

Framework: https://osf.io/stm3x/). Given the nature of the data collected, we considered it was unnecessary to obtain formal ethics approval

for the study, similarly to studies with analogous methodology and aims.50,53

Quantification, statistical and other analyses on the questionnaire data

Prior to all analyses, responses were edited to ensure homogeneity of terms. Both quantitative (descriptive statistics) and qualitative content

analysis (curation and categorization of answers)methods were employed for the analysis of the survey data.More specifically, outcomeswere

estimated using descriptive statistics with SPSS 27.0,54 focusing on 1) description of the study sample 2) exploratory analysis of the fre-

quencies. We assessed correlation or associations between different questions, and systematically compared the observed categorical vari-

ables with Chi-squared tests, selected based on the sample size. To analyze qualitative data, codes were generated by identifying initial

unique patterns; for free-text answers, sub-themes were identified from the collection of the codes. Different combinations of these sub-

themes or sub-themes alone were then used to generate the overarching themes, which were defined by providing a name and description

for each theme, as described in.55,56 Quantification of sub-themes was based on the number of their occurrences in the group of codes.Word

clouds were created with Wordclouds.com (https://www.wordclouds.com/), with irrelevant information flagged as ‘‘stop words’’ (e.g. across,

among, work, main, mainly). Charts was created using the online free version of the tool Datawrapper (https://www.datawrapper.de/). The

open-source tool Flowmap, which is under the MIT license57(Flowmap.blue - Flow map visualization tool), was used to create geographic

flow maps.
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